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Introduction

What is forced alignment (FA)?

In forced alignment, speech and its corresponding orthographic transcription are automatically aligned

at the word and phone levels, given a way to map graphemes to phonemes (typically a pronunciation

dictionary) and an acoustic model of how phones are realized [1].

Figure 1. A schematic pipeline of FA

Figure 2. An excerpt from the FA output TextGrid file, including the manually-annotated word tier (upper),

the manually-annotated phone tier (middle), and the FA-aligned phone tier (lower).

FA for under-resourced languages:

Adapting an existing acoustic model made for well-documented languages [2]:

The feasibility of such manipulation may be reduced due to the mismatch of sound inventories or

orthographic systems between the two distinct languages.

Training a new, language-specific acoustic model using ASR toolkits [3]:

Since all phonological and phonetic clues of the target language are embedded in a customized

model, it is likely to outperform the pre-trained model in terms of the alignment results.

Evaluation of FA (corresponding manually-annotated transcription are required):

Accuracy measurements: agreement [2], overlap rate, and robustness [4].

Acoustic measurements: pitch peak, vowel space, and consonant VOT [5].

An FA model is considered robust when statistical significance is absent among the measurements.

Objectives

An FA acoustic model is trained based on a small scale of phonetically transcribed field data in

Squliq Atayal, an endangered Austronesian language spoken in Taiwan.

The model performances are evaluated by both accuracy and acoustic measurements.

Methodology

The Montreal Forced Aligner (MFA) [1] was employed in this study.

Training dataset: a 20-minute recording produced by one female Squliq Atayal native speaker,

manually labeled at both word and phone levels using Praat.

Pronunciation Dictionary: generated by combining the word and phone tiers in each manually

annotated transcription.

Accuracy measurements: agreements, overlap rates, and midpoint displacements (cf. robustness).

Acoustic measurements: F1 and F2 at the acoustic midpoints of most common vowels [a, i, u].

Figure 3. Representations and calculations of the three accuracy measurements.

Results

Accuracy measurements:

Agreement: consonants > vowels → different from the previous studies [2, 5].

Figure 4. The agreement of vowels (left panel) and consonants (right panel) at different threshold of tolerance.

Table 1. The overall agreement at different threshold of tolerance.

Threshold 10 ms 20 ms 30 ms 40 ms 50 ms

Agreement 32.84% 54.49% 73.23% 80.02% 81.72%

Overlap rate: consonants > vowels; Midpoint displacement: vowels > consonants

Table 2. The mean overlap rates and midpoint displacements of different segment categories.

Category Overlap rate Midpoint displacement

vowel 53.26% 35.03 ms

consonant 55.20% 29.28 ms

overall 54.29% 31.99 ms

Acoustic measurements:

Statistical significance was only found in the F1 [u] condition (paired t-test, p < .05 *).

Figure 5. F1 and F2 at the acoustic midpoints of [a, i, u] (Manual annotation = blue; MFA output = red).

Discussion

Previous studies: vowels were associated with better alignments than consonants?

The effect of segment types: complex vowels have the lowest mean overlap rate and the largest

mean midpoint displacement [F(5, 2342) = 43.05, p < .001 ***] → supported by [6].

Table 3. The mean overlap rates and midpoint displacements of different segment types.

Type Overlap rate Midpoint displacement

full vowels 60.21% 30.21 ms

weak vowels 39.07% 26.52 ms

complex vowels 38.54% 71.27 ms

plosives 60.86% 18.62 ms

nasals & liquids 46.55% 42.85 ms

fricatives & affricates 54.26% 33.04 ms

Conclusions

The results of accuracy and acoustic measurements reveal that MFA outputs fairly correspond to

manual annotations when little but comprehensively labeled data were provided.
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